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ABSTRACT
Over the past decades, 360-degree videos have attracted wide inter-
est for the immersive experience they bring to viewers. The rising of
high-resolution 360-degree videos greatly challenges the traditional
video streaming systems in limited network environments. Given
the limited bandwidth, tile-based video streaming with adaptive
bitrate selection has been widely studied to improve the Quality of
Experience (QoE) of viewers by tiling the video frames and allocat-
ing di�erent bitrates for tiles inside and outside viewers’ viewports.
Existing solutions for viewport prediction and bitrate selection
train general models without catering to the intrinsic need for
personalization. In this paper, we present the �rst meta-learning-
based personalized 360-degree video streaming framework. The
commonality among viewers of di�erent viewing patterns and QoE
preferences is captured by e�cient meta-network designs. Specif-
ically, we design a meta-based long-short term memory model
for viewport prediction and a meta-based reinforcement learning
model for bitrate selection. Extensive experiments on real-world
datasets demonstrate that our framework not only outperforms
the state-of-the-art data-driven approaches in prediction accuracy
and QoE improvement, but also quickly adapts to users with new
preferences with signi�cantly less training epochs.
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1 INTRODUCTION
In recent years, with the development of Virtual Reality (VR) de-
vices and the advancement of video capture technology, 360-degree
videos have attracted a large number of viewers because of the im-
mersive experience it brings. According to the statistics, the cumula-
tive installed base of VR headsets worldwide is expected to surpass
34 million by 2024, increased by 106% from 2021 [18]. In 360-degree
videos, a view in every direction is captured simultaneously when
recording; Viewers can freely control the viewing direction when
watching the video. Compared with traditional videos, 360-degree
videos have higher requirements on video resolutions in order to
ensure viewer experience. The rising of high-resolution 360-degree
videos greatly challenges the traditional video streaming protocols
in limited network environments.

Viewport is a speci�c area in the video frame that viewers usually
focus on when watching a video. It is usually less than 20% of the
full video scene [14]. Given the limited viewport that the viewers
are focusing on, still transmitting a whole frame of video with the
same quality brings little bene�t to the viewers’ experience and
introduces a signi�cant bandwidth wastage. Therefore, in recent
years, tile-based video streaming framework for 360-degree video
streaming is proposed and is widely being studied [2, 27]. In tile-
based video streaming framework, each video frame is divided into
a speci�c number of non-overlapping tiles. Tiles inside the viewport
are usually allocated with a better video quality compared to tiles
outside the viewport, so that the overall bandwidth can be utilized
more e�ectively.

In the existing tile-based video streaming frameworks, view-
port prediction and bitrate selection are two fundamental building
blocks. Viewport prediction aims at predicting viewers’ viewport
in the next time period according to their head movements trajec-
tories and video contents [4, 9, 10, 15]. Commonly used approaches
include average [15], linear regression [9], machine learning [10],
and recently deep learning approaches [11]. With the information
of the predicted viewport, adaptive bitrate selection algorithms dy-
namically determine the bitrates for all the tiles in varying network
conditions [11, 19, 24, 27]. Commonly used approaches include
heuristic approaches, control-based approaches, and recently rein-
forcement learning-based approaches.

While researchers have made tremendous e�orts in improving
the Quality of Experience(QoE) of viewers by proposing new view-
port prediction and bitrate selection algorithms, viewers’ hetero-
geneous viewing patterns and diverse QoE requirements have not
been fully captured and satis�ed yet. Existing approaches mostly
treat the entire population as a homogeneous entity and propose
general models catering for the whole population, which may not
be accurate for each individual in the real life. In practice, hetero-
geneity in viewing preferences and QoE requirements naturally
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exists[7, 20]. For the �rst one, some people prefer to focus on a small
area in the scene when viewing the 360-degree videos while others
prefer to look around. For the latter one, some people may prefer
high-quality videos, while others may prefer a smooth watching
experience without rebu�ering. The diverse requirements and pref-
erences among viewers are hard to be captured by a single general
model. Thus, a huge gap exists between the current approach of
applying one task model for all viewers and the intrinsic need for
personalization among viewers.

Although providing personalized 360-degree video streams is
crucial to improving viewers’ QoE, it is non-trivial to achieve. Essen-
tially, in the tradeo� of generalization and personalization, relying
on a general model to capture all types of viewers good-enough
requires a tremendous amount of training data with rich statistical
diversity. Training a separate model for each individual viewer also
lacks su�cient data in practice and may su�er from over-�tting,
leading to even worse performance. Grouping the similar viewers
�rst and training models separately later seem to be plausible. How-
ever, native training of the independent distinct model for each
group results in prohibitive training cost and calls for a complete
retraining when a new type of viewers emerges. Conventional
knowledge transfer techniques may lessen the burden for extra
training data, but still rely on carefully selected pre-trained models.

In this paper, we propose ameta-learning-based 360-degree video
streaming framework that can e�ciently extract high-level knowl-
edge among viewers, and serve personalized models for viewers to
maximize their quality of experience simultaneously. Speci�cally,
we apply the framework of meta-learning into two major building
blocks of 360-degree video streaming, and propose a novel meta-
based viewport prediction model and a meta-based bitrate selection
model to o�er personalized streaming services. For the viewport
prediction, we leverage the state-of-the-art Long-Short Term Mem-
ory (LSTM) model as the building block. We design a meta-LSTM
cell to extract common knowledge and predict parameters for the
basic-LSTM cells speci�ed for various tasks. For the bitrate selection,
we evolve the state-of-the-art reinforcement learning-based bitrate
approaches with a meta-LSTM model so that the heterogeneous
QoE requirements can be captured. To the best of our knowledge,
this is the �rst work that applies the meta-learning framework to
o�er personalized 360-degree video streaming. In summary, the
contributions of our paper are summarized as follows:

• We propose a novel meta-learning-based 360-degree video
streaming framework that provides personalized video stream-
ing for viewers with diverse viewing preferences and QoE
requirements.

• We design a novel meta-network that contains two care-
fully designed LSTM cells to extract common knowledge
of viewers and predict viewers’ viewport according to their
viewport preferences.

• We propose a meta-based deep reinforcement learning algo-
rithm that adaptively selects bitrates for tiles to maximize
QoE objectives under various QoE preferences of viewers.

• Extensive experiments on real-world datasets demonstrate
that our framework outperforms the state-of-the-art data-
driven approaches in prediction accuracy by 11% on average

and improves QoE by 27% on average, and signi�cantly re-
duces the required epochs by 67%-88% on average when
meeting new viewer preferences.

2 RELATEDWORK
In this section, we review the related work in viewport prediction
and bitrate selection. The viewport-assisted tile-based 360-degree
video streaming tiles the video chunk and decides the bitrate for
each tile within and outside the viewport given the viewport in-
formation. Extra reliance on the viewport information makes the
algorithms heavily a�ected by the accuracy of the viewport predic-
tor. Van der Hooft et al. [19] propose a heuristic-based approach
that gradually increases the bitrate for tiles inside the viewport re-
gion until the bandwidth is not available. Xie et al. [24] allocate the
rates for tiles in the viewport according to a probabilistic optimiza-
tion model. A number of recent studies start to use reinforcement
learning (RL) with di�erent features to dynamically decide bitrate
for tiles inside the viewport, like DRL360 [27], SRL360 [2], and Plato
[11]. These methods prove to outperform the previous heuristics
attempts, probabilistic models as well as other deterministic models.

While most of the works focus on general models for all viewer
population, several papers have also started to explore viewers’
personalized behavior and propose preliminary personalized view-
port prediction approaches. Ban et al. [1] cluster viewers with the
K-nearest neighbors algorithm and use a separate linear regression
model for each viewer cluster. Wang et al. [22] advance this by
training an LSTM for each viewer cluster. These personalization-
aware methods demonstrate signi�cant improvements in viewport
prediction performance. However, they still need to build a distinct
model for each of the viewer group with little parameter sharing.
A complete retraining is also required when facing new viewer
groups, slowing the serving speed. Another line of research resorts
to knowledge transfer to handle the training data de�ciency in
viewport prediction. However, the conventional knowledge transfer
techniques rely on carefully selected pre-trained models or repre-
sentative domains to avoid negative transfer [13][28][25]. Zhang et
al. [26] adopt a personalized federated learning framework for view-
port prediction so that the need for data privacy and personalization
can both be satis�ed. Our work advances the study of personal-
ized 360-degree video streaming and innovates both the viewport
prediction model and the bitrate selection model by proposing a
novel mata-learning-based solution. Our proposed models can au-
tomatically learn the common knowledge from diverse viewers
and help the streaming systems with better prediction and QoE
performances and a faster adaptation speed.

3 SYSTEM MODEL AND PROBLEM
FORMULATION

In this section, we introduce the framework of our personalized
360-degree video streaming system, model the key components in
our system, and formally formulate the studied problem.

3.1 Personalized 360-degree Video Streaming
Our 360-degree video streaming framework is illustrated in Fig. 1.
We have a tile-based 360-degree video streaming system between
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Figure 1: The meta-learning-based personalized 360-degree
video streaming framework

the video player and the server. Viewers possess di�erent pref-
erences in viewing patterns and QoE requirements. The video is
divided into⇠ segments with the same time duration, named chunks.
Each video chunk is divided into<⇥= tiles, where< is the number
of rows and = is the number of columns. We de�ne I = {1, 2, ...,<}
as the candidates of the row index and J = {1, 2, ...,=} as the can-
didates of the column index. After downloading the video chunk
from the server, the viewer interacts with the video through a head-
mounted display device and the viewport is recorded. The viewport
prediction model predicts the viewer viewport for the next video
chunk corresponding to the viewer’s viewport preference. For the
2-th chunk, the indicator variable E28 9 2 {0, 1} is 1 if the tile at loca-
tion (8, 9) is in the viewport, and is 0 otherwise. With the viewport
information, the adaptive bitrate selection model decides the bitrate
for tiles inside and outside the predicted viewport for the next video
chunk corresponding to the viewer’s QoE preference. For the 2-th
chunk, A28 9 2 R is the bitrate for the tile at location (8, 9) where R is
the candidate bitrate set. The client then downloads the next video
chunk from the server with the selected bitrate.

3.2 Quality of Experience Model
We �rst model the QoE of viewers incorporating three commonly
used critical factors, average viewport quality, rebu�ering time,
and average viewport quality variation. To be speci�c, for the 2-th
chunk, these three factors are de�ned as follows.

Average Viewport Quality. Average Viewport Quality,&>⇢1,2 ,
is de�ned as the average bitrate of the tiles inside the viewport,
namely,

&>⇢1,2 =

Õ<
8=1

Õ=
9=1 E

2
8 9A

2
8 9Õ<

8=1
Õ=

9=1 E
2
8 9

. (1)

Rebu�ering Time.When players download the chunk, if the
bu�er was used up before the current chunk is downloaded, it
would cause rebu�ering. Assume that ⇡2 is the downloading time
of the 2-th chunk; B8 9 is the storage size of the tile at location (8, 9);
#2 is the average bandwidth when downloading the 2-th chunk.
We can �rst calculate ⇡2 as:

⇡2 =

Õ<
8=1

Õ=
9=1 B

2
8 9

#2
. (2)

With the downloading time, we can describe the relationship be-
tween the start time for downloading two consecutive video chunks

C2�1 and C2 as:
C2 = C2�1 + ⇡2�1 . (3)

We denote the bu�er occupancy before downloading the 2-th
chunk as ⌫2 2 [0,⌫<0G ]. The bu�er has ⌫<0G as its maximum size.
If the bu�er is used up before the current chunk is downloaded, it
would cause rebu�ering. ⌫2 thus is calculated as:

⌫2 = (⌫2�1 � ⇡2�1)+ +)2 , (4)

where)2 is the duration of the 2-th chunk; Function (G)+ =<0G{G, 0}
makes the term non-negative.

The rebu�ering time, &>⇢2,2 , for 2-th chunk thus is de�ned as
the value of subtracting the bu�er occupancy before downloading
the chunk from this chunk’s downloading time. When the result is
negative, it means that there is no rebu�ering so the rebu�ering
time is zero. Formally, it can be presented as

&>⇢2,2 = (⇡2 � ⌫2 )+ . (5)

AverageViewportQualityVariation.Average Viewport Qual-
ity Variation, &>⇢3,2 , captures the variation between the average
viewport quality of the current chunk and that of the previous
chunk. It is calculated as:

&>⇢3,2 = |
Õ<
8=1

Õ=
9=1 E

2
8 9A

2
8 9Õ<

8=1
Õ=

9=1 E
2
8 9

�
Õ<
8=1

Õ=
9=1 E

2�1
8 9 A2�18 9Õ<

8=1
Õ=

9=1 E
2�1
8 9

|. (6)

In summary, the QoE at the 2-th chunk can be modeled as:

&>⇢2 = U1&>⇢1,2 � U2&>⇢2,2 � U3&>⇢3,2 , (7)

where U1,U2,U3 are non-negative weights for each component of
the QoE metrics. Similar models have also been used in [2, 27].

3.3 Preference Model
We then model the viewers’ personal preferences in both viewport
andQoE in the 360-degree video streaming. In this paper, we assume
that viewers with di�erent viewing patterns and QoE requirements
can be clustered into di�erent groups as also being assumed in
[1, 22]. Practically, building personalized models for such a system
is also more feasible and reliable due to the limits in individual data
size and the avoidance of over-�tting.

Viewport Preference.Viewport preference+D indicates a group
of viewers sharing the similar viewing behavior. For example, some
groups of viewers prefer to watch dynamic objects while others
prefer to focus on static objects. Assume there are # viewers in
total. #E is the number of videos; ⇠= is the chunk numbers of the
=-th video; ⇢ (2) indicates whether the two viewers focus on the
same viewport at the 2-th video chunk of the same video:

⇢ (2) =
⇢

1, if D0 (2) = D1 (2),
0, otherwise. (8)

We de�ne a straightforward similarity score function to measure
the similarity between two viewers’ viewports. It also allows us
to retrieve viewport preference. The similarity score between two
viewers, D0 and D1 , is calculated as:

( (D0,D1 ) =
Õ#E
==1

Õ⇠=
2=1 ⇢ (2)
#E

. (9)

For viewerD0 , we thus have the feature vector, [( (D0,D1) ...( (D0,D# )].
Based on the constructed feature vectors, we can cluster viewers
into di�erent groups, where each group represents viewers with a
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speci�c type of viewing pattern. Two similar viewers have high sim-
ilarity not only in their reciprocal viewing pattern (i.e. displaying
the same viewport) but also in their similar distance to the rest of
the users. Technically, to achieve so, we calculate the similarity be-
tween two viewers based on their distance in the high-dimensional
feature space, which re�ects each user’s viewport commonality
with respect to all the other users, including its pair.

QoE Preference. Di�erent viewers have di�erent preferences
on QoE[7, 20]. For example, some viewers prefer to watch the video
with the highest quality, even though the video is slightly stalled
in the middle; some viewers cannot tolerate the rebu�ering time
and they would rather watch a �uent video of lower quality while
others require that the video quality does not change frequently
in the watching experience. Therefore, we categorize viewers into
di�erent groups with each group represented by a di�erent setting
of UD = [U1,U2,U3] in Equation 7. This indicates di�erent types of
viewers’ preference on average viewport quality, rebu�ering time,
or average viewport quality variation. Viewers in the same group
follow the same QoE preference setting.

3.4 Problem Formulation
For a given viewer with viewport preference +D , UD , we target at
maximizing its overall QoE over all video chunks by deciding the
bitrate for each tile. Formally, our personalized QoE maximization
problem is formulated as follows:

max
{A28 9 }I⇥J

⇠’
2=1

&>⇢2 (10)

s.t. C2 = C2�1 + ⇡2�1 (11)
⌫2 = (⌫2�1 � ⇡2�1)+ +)2 (12)
A8 9 2 R (13)

Constraint (11) captures the throughput dynamic; Constraint (12)
captures the bu�er dynamic; Constraint (13) describes the discrete
range of the bitrate.

4 PRELIMINARIES ON META-LEARNING
In this section, we introduce the general meta-learning framework
to prepare for our design of meta-based viewport prediction and
bitrate selection models.

Meta-learning, commonly understood as “learning-to-learn", pro-
vides a framework that learns the high-level knowledge that is task-
agnostic, and uses this experience to improve the task-speci�c learn-
ing performance. The extracted knowledge also helps the model to
adapt quickly and accurately when it meets a new task. The process
of meta-learning can be concluded into two steps. During the base-
learning step, an inner learning algorithm solves a speci�c task
with an inner objective such as minimizing classi�cation loss or
maximizing the reward function. During the meta-learning step, an
outer learning algorithm learns through the episodes of base tasks
and updates the inner learning algorithm with an outer objective
such as the general performance of the inner algorithm.

In a meta-learning framework, we have datasets of " tasks
that are used for training, denoted as D = {DCA08= (8) ,DE0; (8) }"8=1.
We de�ne L<4C0 as the objective of the outer algorithm, LC0B:

as the objective of the inner algorithm, and \ as the task-speci�c

model parameters. We want to train the meta-knowledge l that
can generate \⇤(8) which performs well on the validation sets for a
speci�c task 8 after the training. Formally, the training process of
meta-learning can be formulated as follows:

l⇤ = argmin
l

"’
8=1

L<4C0 (\⇤(8) (l),l,DE0; (8) ) (14)

s.t. \⇤(8) (l) = argmin
\

LC0B: (\ ,l,DCA08= (8) ), (15)

where (14) represents an outer learning algorithm and (15) repre-
sents an inner learning algorithm.

There are two widely used meta-learning methods. One is the
optimization-based method, where the inner task (15) is literally
solved as an optimization problem. The representative of thismethod
is MAML [6]. Another one is the model-based method. In the latter
one, rather than explicitly optimize the objectives as in (14) and
(15), the learning step is wrapped up in a single model with the
feed-forward manner, illustrated as follows:

l⇤ = argmin
l

"’
8=1

’
(G,~)2DE0; (8 )

[(G)6l (DCA08= (8) ) � ~)2], (16)

where 6l is the model that embeds the training set DCA08= to a
weight vector and the model should performs well in tasks drawn
from the task set T . The typical architectures of the models are
recurrent networks [5, 21] and hypernetworks [3, 8]. Compared to
the optimization-based methods, the model-based methods have
simpler optimization without requiring second-order gradients.
Therefore, we also adopt the model-based meta-learning frame-
work.

5 META VIEWPORT PREDICTION
In this section, following the framework, we present our proposed
meta-learning-based LSTMmodel as the viewport prediction model.
Network architectures are carefully designed to facilitate successful
meta knowledge extraction from various types of viewers.

In the personalized viewport prediction scenario, we de�ne a
task as predicting viewport for viewers with the same viewport
preference, i.e. in the same cluster. The �ow of the meta-network
is illustrated in Fig. 2. We assign a basic-LSTM cell to each task,
while sharing a meta-LSTM cell network among tasks. To simplify
the diagram, we only draw the basic-LSTM cell for task : given
inputs from task : . At timestep C , given the hidden state of the
meta-LSTM cell, ⌘̂C , hidden state of the basic-LSTM cell for task : ,
⌘:C , and the viewport data for task : , G:C , as inputs, the meta-LSTM
cell generates weight I:C+1 for the basic-LSTM cell. The output of
the basic-LSTM cell ⌘:C+1 is further fed into a fully-connected (FC)
layer to match the dimension of the input. The output ⌘̂C+1, ⌘:C+1,
G:C+1 are forwarded as the inputs at the next timestep. This can be
concluded as follows:

[⌘̂C+1, I:C+1] = Meta-LSTMCell(G:C , ⌘̂C ,⌘:C ;\<), (17)

⌘:C+1 = Basic-LSTMCell(G:C ,⌘:C ; I:C+1, \: ) (18)

G:C+1 = FC(⌘:+1C ), (19)
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where \<, \: are parameters for the meta-LSTM model and the ba-
sic LSTMmodel for task k, respectively. The meta-network captures
can learn the meta knowledge of di�erent tasks to predict parame-
ters for the basic task-speci�c network. In the following parts, we
explain the update of the basic-LSTM cell and the meta-LSTM cell
in detail.
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Figure 2: The structure of our meta-LSTM model for view-
port prediction

Basic-LSTM cell. For each speci�c task : , we use a basic LSTM
for encoding the input. We denote, (I:C ) and 1 (I:C ) as dynamic
parameters controlled by I:C generated by Meta-LSTM. The basic
LSTM for task : can be speci�ed as:

26666664

6:C
>:C
8:C
5 :C

37777775
=

26666664

tanh
f
f
f

37777775

✓
, (IC )


GC
⌘:C�1

�
+ 1 (I:C )

◆
(20)

2:C = 6:C � 8:C + 2:C�1 � 5 :C (21)

⌘:C = >:C � tanh(2:C ), (22)

where 8C is the input gate, 5C is the forget gate, >C is the output
gate, 2C is the memory cell state, f represents the logistic sigmoid
function and � represents element-wise multiplication. It is worth
noting that, di�erent from the traditional LSTM model, where the
parameters are independent of other networks, in ourmeta network,
the parameters of the basic-LSTM cell is controlled by a meta vector
generated by the meta-LSTM cell.

Meta-LSTM cell. The Meta-LSTM cell depends on the input GC
and the previous hidden state ⌘:C�1 of the basic LSTM cell and its
own hidden state to generate parameters I:C for the basic LSTM for
task : . The Meta-LSTM cell can be speci�ed as:

26666664

6̂C
>̂C
8̂C
5̂C

37777775
=

26666664

tanh
f
f
f

37777775
©≠
´
,<

266664
GC
⌘̂C�1
⌘:C�1

377775
+ 1<™Æ

¨
(23)

2̂C = 6̂C � 8̂C + 2̂C�1 � 5̂C (24)

⌘̂C = >̂C � tanh(2̂C ) (25)

I:C =,I⌘̂C , (26)

where,< , 1< ,,I are a�ne transformation parameters. Di�erent
from the traditional LSTM cell, our meta-LSTM cell takes both the
hidden state for the meta-LSTM cell and the basic-LSTM cell as the
input and outputs the extra weight matrix for the basic-LSTM cell.

The training and adaptation process for the meta viewport pre-
diction model can be concluded in Alg. 1. In the meta-training
process, tasks are sampled from the task set. For each task : , the
hidden state of both the meta-LSTM cell and the basic-LSTM cell for
: is initialized. In each timestep C , the viewport for C + 1 is predicted.
Then the parameters of the model are updated to minimize the
prediction loss. The output ⌘̂C+1, ⌘:C+1, G

:
C+1 is fed as the input of

C + 1. The meta-adaptation process is similar to the meta-training
process except that the model is trained with a new task.

Algorithm 1 Meta-Based Viewport Prediction
Input: Learning rate U ; Task number # ; Maximum training

timesteps )<0G , Dataset D; Task set T ; New task )=4F
Meta-training

1: Initialize \<4C0�E84F?>AC
2: for each epoch do
3: Sample # tasks from T
4: for : = 1, ...,# do
5: Initialize hidden state ⌘̂0,⌘:0 , input G

:
0

6: for C = 1, ...,)<0G do
7: Retrive input ⌘̂C , ⌘:C , G

:
C for the current timestep from

timestep C � 1
8: Calculate output ⌘̂C+1, ⌘:C+1, G

:
C+1 as the input for

timestep C + 1 through (17)-(19)
9: Retrieve the prediction result from G:C+1
10: Update network parameter \<4C0�E84F?>AC
11: end for
12: end for
13: end for

Meta-adaptation
14: for each epoch do
15: Select )=4F as the task
16: Initialize hidden state ⌘̂0,⌘=4F0 , input G=4F0
17: for C = 1, ...,)<0G do
18: Retrive input ⌘̂C , ⌘=4FC , G=4FC for the current timestep from

timestep C � 1
19: Calculate output ⌘̂C+1,⌘=4FC+1 ,G=4FC+1 as the input for timestep

C + 1 through (17)-(19)
20: Retrieve the prediction result from G=4FC+1
21: Update network parameter \<4C0�E84F?>AC
22: end for
23: end for
24: return \<4C0�E84F?>AC

6 META ADAPTIVE BITRATE SELECTION
For a typical deep reinforcement learning process, after the state
space, action space and a QoE objective are de�ned, the agent learns
the optimized policy by exploring the environment so that it can
select the most appropriate bitrate at a certain state. However, as
we have illustrated, di�erent viewers can have di�erent preferences
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on QoE. classical DRL is not appropriate in our scenario because
it is trained for one QoE objective only. When encountering new
QoE objectives, the previous learning parameters are no longer
useful under the new objective, thus the model must be retrained.
To avoid unnecessary retraining and quick adaptation, we design a
meta-learning-based DRL model in this part.

Our model consists of one LSTM model as the meta-network,
another LSTM model for bandwidth prediction, and an actor-critic
network as the policy learner. The overall structure is illustrated in
Fig. 3. The con�guration of our meta-DRL model is very similar to a
traditional DRL model, except that the history including last reward
AC�1 and the last action 0C�1 are also incorporated as the input into
the model in addition to the current state BC . Then these features are
fed forward to an extra LSTM network compared to the traditional
RL model. The LSTM’s hidden states can serve as a memory to
internalize the dynamics and track characteristics between rewards,
states, and actions in di�erent tasks as we feed the history into it.
Thus, our model is able to adapt and �nd a strategy to optimize the
reward for a new task quickly with the learned meta knowledge
through LSTM.
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Figure 3: The structure of our meta-DRLmodel for adaptive
bitrate selection

We formulate adaptive bitrate selection as a Markov Decision
Process which calls for the design of state, action, and reward. We
present our design for each of them as follows.

State. The state after downloading chunk 2 is represented as
follow:

B2 = (C2 ,⌫2 ,#C2+1+1, ...,#C2+1+g ,+2+1),

where #C2+1+1, ...,#C2+1+g is the predicted bandwidths in the next g
seconds, +2+1 is the predicted viewport for the next chunk.

Action. The model determines the bitrate for tiles inside and
outside the viewport for the next chunk. The action is represented
as 02 = {02,>DC ,02,8=} where 02,>DC ,02,8= are the selected bitrates
for tiles outside viewport and tiles inside viewport.

Reward. The reward for the 2-th chunk is calculated as A2 =
&>⇢2 de�ned in (7).

Network architecture. The agent take actions based on the
policy c\0 : (B2 ,02 ) �! [0, 1], representing the probability of taking
an action 02 at state B2 . \0 are the parameters of the policy network.
We use the advantage actor critic method [12] as our training algo-
rithm. Given \0 , the gradient of the accumulated discounted reward
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Figure 4: Viewport predic-
tion accuracy comparison
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Figure 5: Number of epochs
for fast adaptation

can be calculated as:

r\0Ec\0 [
=’
2=0

W2A2 ] = Ec\0 [r\0 ;>6c\0 (B,0)�
c\0 (B,0)], (27)

whereW 2 (0, 1] is the discounting factor on future rewards,�c\0 (B,0)
is the advantage function indicating how much advantage the ac-
tion 0 selected has over other actions at state B , calculated as:

�c\0 (B2 ,02 ) = A2 + W+ c\0
\E

(B2+1) �+
c\0
\E

(B2 ), (28)

where + c\0
\E

(·) is the output of the critic network.
We add an entropy of policy � (·) used in [12] in the update of

the actor network to discourage converging to a sub-optimal policy.
The actor network parameters can be updated as below:

\0 = \0 + [0
’
2

r\0 ;>6c\0 (B2 ,02 )�
c\0 (B2 ,02 ) + Xr\0�

c\0 (B2 ),

(29)
where [0 is the learning rate for the actor network and X is the
entropy coe�cient. Following the temporal di�erence method, the
parameters of the critic network can be updated as:

\E = \E � [E
’
2

r\E [�
c\0 (B2 ,02 )]2, (30)

where [E is the learning rate for the critic network.
The training and adaptation process can be concluded in Alg. 2.

The bandwidth prediction model \10=3 is �rst trained on the band-
width traces. In the meta-training process, tasks are sampled from
the task set. For each task, the hidden state of the LSTM network is
reset at �rst. Then the model is trained with this task for an episode.
In each episode step, the agent interacts with the environment ac-
cording to the policy and gets the reward. The parameters of the
model are updated according to (29) and (30) to maximize the sum
of rewards over all steps. The meta-adaptation process is similar to
the meta-training process except that the model is trained with a
new task.

7 PERFORMANCE EVALUATION
7.1 Experiment Setup
Dataset. For videos and viewport trajectories, we have eight 360-
degree 30-FPS videos with an average length of 164 seconds from
the dataset [23]. It contains viewport trajectories from 48 viewers
collected on the head-mounted display devices. We split the video
into 1-second chunks. For each chunk, we divide the video segment
into 8⇥ 8 tiles. We randomly select one video for validation, one for
testing and the rest for training. We set �ve candidate rates: 1Mbps
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Figure 6: The CDFs of the normalized QoE under four QoE preferences.

Algorithm 2Meta-Based Actor-Critic Algorithm
Input: Learning rate U ; Task number # ; Maximum episode step

⇠<0G ; Dataset D; Task set T ; Viewport prediction network
parameter \<4C0�E84F?>AC ; Bandwidth prediction network pa-
rameter \10=3 ; New task )=4F

1: Train \10=3 on D
Meta-training

2: Initialize network parameter \<4C0�02
3: for each epoch do
4: Sample # tasks from T
5: for : = 1, ...,# do
6: Initialize hidden state ⌘:
7: for 2 = 1, ...,⇠<0G do
8: Predict E 0(2 + 1),#C2+1+1, ...,#C2+1+g
9: Retrieve B2 , C2 ,02�1, A2�1
10: Sample 02 from c\ , and calculate A2
11: Update network parameter \<4C0�02
12: end for
13: end for
14: end for

Meta-adaptation
15: for each epoch do
16: Select )=4F as the task
17: Initialize hidden state ⌘=4F
18: for 2 = 1, ...,⇠<0G do
19: Predict E 0(2 + 1),#C2+1+1, ...,#C2+1+g
20: Retrieve B2 , C2 ,02�1, A2�1
21: Sample 02 from c\ , and calculate A2
22: Update network parameter \<4C0�02
23: end for
24: end for
25: return \<4C0�02

(360p), 5Mbps (720p), 8Mbps (1080p), 16Mbps (2K) and 35Mbps (4K).
Each video is encoded by FFMPEG with encoder X.264. For band-
width dataset, we select 40 bandwidth traces from the dataset[16]
with various �uctuation patterns.

Viewport Dataset Pre-processing. To identify viewers with
di�erent viewing patterns for simulation, we �rst use the method
suggested in [4] to transform the unit quaternions to equirectan-
gular viewport. We then calculate the feature vector following (9)

and cluster viewers into di�erent groups using the Euclidean dis-
tance as the distance measure and theWard’s method as the linkage
criterion. The elbow method is used to determine the number of
clusters. As a result, we preprocess viewers into four groups and
thus split the original dataset into 4 sub-datasets for each viewer
group. For each sub-dataset, we select one video for testing, one
video for validation, and the remaining six videos for training.

Benchmarks. For the viewport prediction, we compare ours
with four other approaches:

• Average [15], which predicts the viewport as the average
viewport in the last two seconds.

• Linear Regression (LR) [24], which uses an LR model to
prediction the viewport using data in the last two seconds.

• Basic LSTM (Basic), which is a commonly used neural net-
work model to predict the viewport in the future in multiple
works e.g., DRL360 [27].

• Viewer Group Based Viewpoint Recommendation (Group-
based), which groups viewers �rst and trains a separate
LSTM for each viewer group [22].

For the adaptive bitrate selection, we compare ours with three other
related approaches from the literature:

• Linear rate prediction without viewport awareness (Naive-
DASH) [17], which does not use tiling and selects the same
bitrate for the entire chunk. It assigns each chunk with the
maximum bitrate under the predicted bandwidth.

• 360ProbDASH [24], which uses LR as the viewport prediction
model and introduces a control-based method with a bu�er
constraint to prevent rebu�ering in bitrate selection.

• DRL360 [27], which applies a deep reinforcement learning
methodwith the actor-critic architecture to decide the bitrate
inside the viewport.

Metrics. For viewport prediction, we examine the prediction
accuracy of all methods on each viewer group. We also compare
the number of epochs to reach an accuracy threshold value for a
new viewer group. We also compare the number of epochs to reach
a QoE threshold value on a new QoE preference. Note that the
Average, LR methods in viewport prediction, and Naive-DASH and
360ProbDASH in bitrate selection are excluded from the adaptation
test because they are not neural network-based algorithms.

Parameter Settings. For the meta viewport prediction model,
the hidden size for the basic-LSTM cell ⌘ is 8; The hidden size for
the meta-LSTM cell ⌘̂ is 16; The embedding size I is 16; The number
of LSTM layers is 2; The learning rate during meta-training process
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is 0.01; The learning rate during the meta-adaptation process is
0.005. For the meta DRL bitrate adaptation model, the prediction
duration of bandwidth g is 2; The maximum bu�er occupancy is 4;
The hidden size of the LSTM network is 48; The number of the layer
of the LSTM network is 1; All the FC layers have the size of 128;
The learning rate for the actor network [0 in both meta-training
process and meta-adaptation process is 0.0001. The learning rate for
the critic network [E is set the same as [0 . The entropy coe�cient
X is 0.01; The discount factor W is 1.

QoE Objectives.We de�ne four QoE preferences in our exper-
iments, which are (1, 1, 1), (1, 0.25, 0.25), (1, 4, 1), (1, 1, 4) that
indicates viewers’ preference on a balanced watching experience,
high video quality, low rebu�ering time, and low video quality
various between consecutive video chunks, respectively.

7.2 Evaluation Results
Viewport Prediction. Fig. 4 presents the viewport prediction ac-
curacy for all the testing groups. As can be seen, our method signif-
icantly improves the prediction accuracy over the Average method
and the LR method by up to 29% and 27%, respectively. In addition,
our meta-learning-based LSTM model also outperforms the basic
LSTM approach and the group-based approach by 1%, 1%, 1%, 10%
on these groups, respectively, which indicates the e�ectiveness of
the meta knowledge. To further explain the reasons that group 3
has the highest accuracy across all groups, we measure how often
one viewer changes its viewport in the total time span. We �nd that
the average viewport change frequency of group3 is signi�cantly
lower than that of other groups (0.28 as opposed to 0.40-0.42). This
indicates that users in group3 have a stable viewport pattern, which
leads to overall good performance.

We then examine the number of epochs required for the training-
based methods to reach a certain threshold when a new viewer
group emerges in Fig. 5. The threshold is set one percentage below
the lowest viewport prediction accuracy of the three methods. Com-
pared to basic LSTM, our method reduces 82%, 82%, 75%, 63% of
adaptation epochs on setting group1, group2, group3, and group4,
as the new group, respectively. Though the basic LSTM is trained
with dataset with di�erent tasks, it does not extract the shared
knowledge as our method. Thus, when it encounters a new task, it
still cannot quickly adapt to predict accurately. Compared to the
group-based method, our method reduces 88%, 13%, 77%, and 57%
adaptation epochs in these groups respectively. Since the group-
based method trains an LSTM for each task, a separate model needs

to be trained from zero for the new task, leading to a slow adapta-
tion process compared to our approach. Experiment results show
that the meta knowledge helps our method not only outperform
other methods in predicting viewports for the known tasks, but
also it can reduce considerable adaptation epochs to a new group
of viewers.

Adaptive Bitrate Selection.We next examine the performance
of our approach in bitrate selection. Fig. 6 illustrates the CDFs of
the normalized QoE under four QoE preferences. The QoE of Naive-
DASH and 360ProbDASH is concentrated in one small range. In
contrast, a large proportion of our model’s QoE is concentrated
in the range of larger values. Except the similar performance of
our model with DRL360 in the �rst viewer group, our model keeps
generating higher QoE values for a larger proportion of viewers.
According to the average normalized QoE shown in Fig. 7, our
method performs up to 128%, 72%, 32% better than Naive-DASH,
360ProbDASH, DRL360, respectively, across all groups. The results
demonstrate that bene�ted from the learned meta knowledge, our
meta-DRL model also improves the QoE on various QoE objectives
over the traditional DRL model.

We next evaluate the number of epochs required for extra train-
ing to reach a certain threshold when facing a new QoE group.
The threshold is set �ve percentage below the lowest QoE of all
methods. Each time, we pick a QoE preference group as the new
task in the meta-adaptation process and the remaining three as the
training tasks in the meta-training process. According to the result
shown in Fig. 8, compared to DRL360, our method reduces 99%,
98%, 97%, 59% adaptation epochs on QoE when meeting preference
(1, 1, 1), (1, 0.25, 0.25), (1, 4, 1), (1, 1, 4) as new, respectively. While
the traditional DRL model struggles in �nding the optimal strat-
egy when it encounters a new QoE objective, our model quickly
optimizes the strategy in only a few epochs.

8 CONCLUSION
Existing solutions for tile-based video streaming with adaptive bi-
trate selection in 360-degree video streaming cannot capture the
heterogeneous preferences among viewers in viewing patterns and
QoE objectives. In this paper, we present the �rst work to incor-
porate meta-learning into personalized 360-degree video stream-
ing services. Our proposed meta-viewport prediction and meta-
bitrate selection models can e�ciently extract the common knowl-
edge from diverse viewers and quickly adapt to new viewer prefer-
ences using the learned meta-knowledge. Extensive experiments
demonstrate that, compared with the state-of-the-art data driven
approaches, our personalized 360-degree video streaming frame-
work can signi�cantly improve the viewport prediction accuracy by
11% on average and reduces 67% of training epochs when meeting
new viewers; it can also improve the QoE by 27% on average and
reduces 88% of training epochs when models adapt to viewers with
new preferences.
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