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ABSTRACT
Automatic text summarization has been a hot research topic for
years. Thoughmost of the existing studies only use the content itself
to generate the summaries, researchers believe that an individual’s
reading behaviors have much to do with the summaries s/he gener-
ates, usually regarded as the ground truth. However, such research
is limited by the lack of a dataset that provides the connection
between people’s reading behaviors and the summaries provided
by them. This paper fills in this gap by providing a dataset covering
50 individuals’ gaze behaviors collected by a high-accurate eye
tracking device (that generates 100 gaze points per second) when
they are reading 100 articles (from 10 popular categories) and com-
posing the corresponding summaries for each article. Collected in
a controlled environment, our dataset with 157 million gaze points
in total, provides not only the basic gaze behaviors when different
people read an article and compose its corresponding summary,
but also the connections between different behavior patterns and
the summaries they will provide. We believe such a dataset will be
valuable for a wide range of studies, and we also provide sample
use cases of the dataset.
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1 INTRODUCTION
Automatic text summarization has been a hot research topic for
years. Thanks to the continuous emergence of various datasets,
the performance of automatic text summarization models has been
improved significantly. Though most of the existing studies only
use the content itself to generate the summaries, it is believed that
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an individual’s reading behaviors have much to do with summaries
s/he generates, usually regarded as the ground truth. Nowadays,
with the continuous innovation of eye tracker devices, we can
easily and accurately obtain people’s gaze points. And there have
been some studies on other tasks of natural language processing,
which introduce people’s reading behaviors to improve the design
of models and achieve performance improvements. For example,
a two-stage reading behavior model [14] significantly improved
performance in the machine reading comprehension task.

However, because of the lack of a dataset that provides the con-
nection between people’s reading behaviors and the summaries
provided by them, there was no such research in the automatic text
summarization task. The existing datasets, such as CNN / Daily
Mail, New York Times, only contain the article content and the
corresponding summary.

This paper fills in this gap by providing a dataset covering 50
individuals’ gaze behaviors when they are reading 100 articles from
10 categories. We used three high-accurate eye tracking devices,
which can generate 100 gaze points per second to record partic-
ipants’ gaze behaviors. The entire data collection experiment is
performed in a controlled environment. After data cleaning and cal-
ibration, our dataset with 157 million gaze points in total, provides
not only the basic gaze behaviors when different people read an
article and compose its corresponding summary, but also the con-
nections between different behavior patterns and the summaries
they will provide. Based on the dataset, we made some basic mea-
surements and observations, and provide some use cases for it:

• Our measurements show that users have their own stable
reading patterns. We can try to integrate reading patterns
into the design of automatic text summarization models.

• Our measurements also show that there are differences in
reading patterns among different people, as well as among
the corresponding summaries. We can try to dig out the cor-
relation between the two differences, which will be helpful
in improving the performance of personalized automatic text
summarization.

The rest of the paper is organized as follows. First, a brief overview
of related works is presented in Section 2. Then, Section 3 describes
the detailed process of data collection. Section 4 gives an overview
of the dataset. Section 5 presents the availability and format of the
dataset. Section 6 provides some basic measurements based on the
dataset. Finally, some conclusions are provided in Section 7.

2 RELATEDWORK
Recent studies have made great progress in text summarization,
especially abstractive text summarization methods. Rush et al. [11]
and Nallapati et al. [8] applied abstractive text summarization mod-
els based on RNN and attention mechanism. See et al. [12] proposed
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a pointer generator model with coverage to solve the problem of
out-of-vocabulary (OOV) words and duplicate words. Chen et al. [1]
used reinforcement learning to generate a concise overall summary.
With the success of pre-trained language models in various natural
language processing tasks, some studies (Liu et al. [5], Zhang et
al. [13]) proposed models based on pre-trained language models to
generate fluent and informative summaries.

Nowadays, a few studies have begun to apply gaze behaviors to
various tasks of natural language processing, and have achieved
a good improvement. Some of them use gaze behaviors to evalu-
ate the readability [6] and grammar [4] of text. Mishra et al. [6]
proposed to predict the rating of text quality using gaze behav-
iors. Mishra et al. [7] improved the performance of the model in
cognition-cognizant sentiment analysis by introducing an auxil-
iary task of predicting the gaze time on words. Zheng et al. [14]
thoroughly investigated human behavior patterns during reading
comprehension tasks and proposed a two-stage reading behavior
model, which significantly improved performance in the MRC task.
However, as far as we know, no study has been done to introduce
gaze behaviors into the text summarization task.

Several datasets have been proposed for text summarization,
such as Gigaword [9], XSum [10], CNN / Daily Mail Dataset [3].
But these datasets only have articles and corresponding summaries,
and they do not contain data that can be used to study the process
of reading and summarizing articles in detail. To address this defi-
ciency, we used several eye tracking devices to collect users’ gaze
behaviors during text summarization and present a new dataset.

3 DATASET COLLECTION
This section mainly introduces the process of data collection. The
whole procedure of data collection is shown in Fig. 1.

3.1 Resource preparation
We manually collected a total of 100 samples in 10 categories from
the public news websites1 for gaze collection. And Each sample
includes an article and a title, where the title is used as a reference
when the user writes the summary. More specific usage details will
be explained in Section 4.

We used three eye tracker devices2 to capture the gaze behavior
of participants when they were reading articles. People usually
use it in PC gaming for an enhanced streaming, gameplay and
esports experience. We used an open-source program to obtain
the original acquisition data from the eye tracker. And the data
sampling frequency is about 100Hz.

3.2 Data Collection Procedure
The entire data collection process is the same for each participant
and is divided into four stages:

• Equipment Calibration: Before starting to read articles,
every participant needs to complete the calibration of the
device according to the instructions of the eye tracker. For
each participant, this step only needs to be performed once
before the experiment begins.

1Netease News and Tencent News
2Tobii EyeTracking 4C

• Document Reading: After the device calibration is com-
pleted, the participant enters the article reading stage. At
this stage, participants are required to read the entire article
as continuously as possible, with no limit on reading time.
We have written a webpage program to display articles. By
adjusting the font size and the spacing between Chinese
characters, the gaze data returned by the eye tracker can be
accurate to the level of words. In addition, when displaying
the content of the article, we put all the Chinese characters
of the same word on the same line. This avoids the jump in
reading sight caused by a word appearing in two lines.

• Document Summarizing: After reading the article, the
participant is asked to give a summary that s/he thinks fits
the content of the current article. The participant can use
words that do not appear in the original text to compose the
final summary. At this stage, the original title of the article
is presented as a reference summary at the bottom of the
screen. The reason for providing a reference summary is to
prevent the summary given by the participant from being
too ad-hoc.

• DataCleaning andCalibration:After the current user has
read and summarized all the articles, we can get eye-tracking
logs of the entire reading process through the background
program. First, we used timestamps recorded by the webpage
program to obtain the log corresponding to each article. In
actual experiments, it is found that the eye tracker still has
a certain deviation from the text near the edge of the screen,
which requires us to perform data calibration based on the
original data. We just need to get the coordinates returned by
the eye tracker on the four corners of the reading frame and
calculate the offset. And a heat map of the gaze behaviors
on the article is shown in the upper right corner of Fig. 1.

We divided the experiment into two sub-experiments, each of
which included 50 articles. In order to avoid fatigue affecting data
quality, each participant was required to have two sub-experiments
at two different times. Articles used in each sub-experiment are out
of order and shuffled every time.

4 DATASET OVERVIEW
4.1 Articles Used in the Study
Articles used in the study were collected manually from public
news websites. There are 100 articles in total which belong to 10
popular categories. Each category has 10 articles. When selecting
articles, we deliberately avoided articles that can summarize the
entire article content in the first sentence. In addition, articles that
are too short or too long were not selected. The average length of
all articles is around 502 Chinese characters, and that of all titles is
around 22 Chinese characters. The longest article has 842 Chinese
characters, and the shortest article has 99 Chinese characters. Fig.
2 shows the length distribution of articles in different categories.

4.2 Participants
We recruited a total of 50 users, and Table 1 presents the demo-
graphic profile of all the participants. All the participants are post-
graduates from various departments, of which 64% are female, and
they are all around 23 years old.
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Figure 1: The procedure of data collection

Auto

Carto
on

Cultu
re

Educatio
n

Enter
tainment

Finance
Games

Milit
ary

Scie
nce

Sports

Category

100

200

300

400

500

600

700

800

A
rt

ic
le

L
en

gt
h

(C
h

in
es

e
C

h
ar

ac
te

r)

Figure 2: The article length distribution in different cate-
gories.

Gender Age
Male Female 21 22 23 24 25
18 32 1 16 17 9 7

Table 1: Demographic Profile of the Participants

In addition, all participants were asked to fill out a questionnaire
to count participants’ familiarity with different categories of arti-
cles. The familiarity score ranges from 1 to 5, where 1 means very
unfamiliar, and 5 means very familiar. Fig. 3 shows the distribution
of all participants’ familiarity with different categories of articles.
It can be seen that the familiarity for most categories is below 3.
For articles of unfamiliar categories, the user does not have much
background knowledge to refer to when giving the corresponding
summaries. So the user need to spend more time reading articles
and understanding content.

4.3 Gaze Data Collected
After data cleaning and calibration, we obtained a total of 157 mil-
lion gaze points, which is about 437 hours. Because the participants
were required to complete the reading of the article in accordance
with their daily reading habits in the experiment, there was a large
difference in the gaze time of each participant. Fig. 4 shows the
average gaze time on each Chinese character of each participant
and Fig. 5 shows the average gaze time on each Chinese character
in different categories.
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Figure 3: The familiarity distribution in different categories.

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49
Participant ID

0

200

400

600

800

1000

G
az

e
ti

m
e(

m
s)

/
A

rt
ic

le
le

n
gt

h

Figure 4: The average gaze time on each Chinese character
of each participant.

4.4 Summaries Given by Participants
After reading the article, participants were asked to give their sum-
mary of the article. The overall average length of the final sum-
maries is about 21 Chinese characters, which is similar to the aver-
age length of the titles of 22 Chinese characters. The former has
a wider range of lengths, the shortest is only four Chinese char-
acters, and the longest is 85 Chinese characters. But the latter has
a minimum of 10 Chinese characters and a maximum of 31 Chi-
nese characters. It means that artificially given summaries are more
diverse and challenging.
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Figure 5: The average gaze time on each Chinese character
in different categories.

Figure 6: The Directory Structure of the Dataset

Data Articles Participants Gaze Records Summaries
Nums 100 50 4791 4998

Table 2: Statistics of our dataset

5 DATASET AVAILABILITY AND FORMAT
The dataset can be downloaded from our repository3. The size of
our dataset is about 191 MB after compression. Fig. 6 shows the
hierarchical structure of our dataset. The dataset mainly includes
four parts, which are user profiles, articles used, effective gaze
behaviors after preprocessing, and summaries given by participants.
The specific format of the files contained in the dataset is explained
below. Table 2 shows the statistics of our dataset. It should be noted
that files with a .dat extension are binary files. You need to load
data from them using the python module pickle. And the pickle
module can transform a complex object into a byte stream.

5.1 Articles Used
5.1.1 articles.csv.

This file stores the details of the 100 articles used in the experi-
ment. Every three lines constitute a unit, where the first line is the
Article_ID, the second line is the title of the article, and the third
line is the content of the article.

5.1.2 word_indexes.dat.
We used the Chinese word segmentation tool to segment the

article and saved the results in this file. The format of the data
object loaded by pickle is as follows:

3https://github.com/MMLabTHUSZ/ADEGBTS

d i c t (
Artic le_ID : d i c t (

Word_index : tuple (Word , POS )
)

)

• Word_index: refers to the word index after segmenting
each article.

• POS: refers to the part of speech corresponding to the word.

5.1.3 word_matrixes.dat. :
• As shown in the second stage in Fig. 1, we displayed the
content of the article on a computer monitor. In the exper-
iment, in order to map the gaze behaviors to words in the
later stage, we divided the display area into regions of 102
columns by 18 rows, and each unit contained a standard
Chinese character.

• Then, each Chinese character was displayed in the corre-
sponding unit in order. Because Chinese words generally
include multiple Chinese characters, if all Chinese characters
for a word were not displayed on the same line, we chose to
display the word as a whole on the next line, which ensured
that the participants’ reading was more consistent.

• The word_matrixes.dat stores the layout of each article con-
tent on the display. The specific format of the data object
loaded by pickle is as follows:

d i c t (
Artic le_ID : Layout_array ( )

)

The Layout_array is a Numpy array of 102 columns by
18rows. Each value of the array represents the index of the
word to which the Chinese character at the current position
belongs. And when the value is -1, it means that the Chinese
character at the current position is a blank.

5.2 Participants’ Profiles
The profiles of all participants are stored in the user_profile.csv file
in csv format(13 fields):

• User_ID: Unique ID for each participant, from 1 to 50.
• Age, Gender: Participant’s age (integer format) and gender.
• Military, Entertainment, Sports, Science, Culture, Fi-
nance, Cartoon, Games, Auto, Education: The familiar-
ity scores with 10 different categories of articles. Each score
ranges from 1 to 5 in the integer format.

5.3 Gaze Behaviors
The gaze behaviors of different participants are stored in different
files after being pre-processed. Each file is named user_{User_ID}.dat
according to the participant’s ID. The specific format of the data
object loaded by pickle is as follows:

d i c t (
Artic le_ID : l i s t [

tuple (Gaze_index ,Word_index , Array_index )
]

)

246

https://github.com/MMLabTHUSZ/ADEGBTS


A Dataset for Exploring Gaze Behaviors in Text Summarization MMSys’20, June 8–11, 2020, Istanbul, Turkey

• Gaze_index: refers to the index of the gaze point collected
by the eye tracker. Because the gaze points beyond the article
display area have been filtered out in the preprocessing stage,
the Gaze_index list may be discontinuous and not start with
1.

• Word_index: refers to the index of the word to which the
current gaze point belongs.

• Array_index: refers to the position of the current gaze point.
If the current position is in the h-th column of the w-th row,
the corresponding Array_index is equal tow ∗ 102 + h.

We regarded gaze behaviors of a participant on an article as
a record. After preprocessing, a total of 4791 valid records were
obtained.

5.4 Summaries Given by Participants
All summaries given by participants are stored in the summaries.csv
in csv format(3 fields):

• Article_ID: Unique ID for each article, from 00 to 99.
• User_ID: Unique ID for each participant, from 1 to 50.
• Summary: The corresponding summary given by the par-
ticipant.

A total of 4998 valid summaries were collected in the experiment.

6 DATASET VISUALIZATION AND
MEASUREMENT

6.1 Gaze Distribution
In order to compare the similarities and differences in the gaze
distribution of different people during reading, we show the col-
lected gaze behaviors in the form of a heat map. The brighter part
of the heat map indicates that the participant has been reading the
current area for a longer time. Fig. 7, Fig. 8, and FIg. 9 show the
gaze distributions of three participants when they completed the
text summary task of three articles, respectively. The three articles
shown in the figures belong to different categories. Article 00 in
Fig. 7 belongs to the military category, article 77 in Fig. 8 belongs
to the games category, and article 92 in Fig. 9 belongs to the culture
category.

Fig. 7 shows the gaze distribution of 3 participants when they
were reading article 00. It can be seen from the results that in
the process of reading the same article, different participants have
different emphasis on the article. Participant 10 was more inclined
to read the content at the end of the article, Participant 37 was
more inclined to read the content at the beginning and end of the
article, and Participant 8 had no obvious reading tendency. From
the results in Fig. 8 and Fig. 9, we can also see the different focus of
different participants.

When we look at these heat maps from the perspective of partic-
ipants, it is not difficult to find that the same person may have a
certain reading mode when reading different articles. It can be seen
from Fig. 7 to Fig.9 that participant 8 prefers to read through the
entire article, participant 10 prefers to read the beginning or end of
the article, and participant 37 prefers to read both the beginning
and end of the article together.

By comparing these groups of heat maps in the figures, we can
propose the following two assumptions:

• When reading and summarizing text, everyone has their
own stable reading patterns and preferences.

• When reading and summarizing text, there are different
reading patterns and preferences existing between different
people.

Fully mining the same points and differences between user read-
ing patterns is more conducive to the design and improvement of
automatic text summarization models and personalized text sum-
marization models.

6.2 Diversity of Summaries
We already mentioned the length distribution of the summaries
given by the participants in Section 4. In order to better compare
the abstracts given by different participants from the semantic as-
pect, we fine-tuned a Chinese sentence similarity calculation model
based on BERT [2]. We first calculated the similarities between
different summaries given by participants corresponding to the
same article. Fig. 10 shows the summary similarity distribution in
different categories. It is not difficult to see that there are large
differences between the summaries, and many of the similarities
are lower than the empirical value of 0.8. The distributions in dif-
ferent categories are also different, among which summaries in
the cultural category have the lowest similarity. There may be a
correlation between the differences between the summaries given
by the users and the differences in their gaze behaviors.

7 CONCLUSION
In order to facilitate the development of automatic text summariza-
tion, we present a gaze behavior dataset of user reading and summa-
rizing articles. We also briefly explore the differences between the
gaze behaviors of different participants and the differences between
the given summaries. This dataset can be used to better explore
the design of text summarization models and personalized text
summarization models.
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