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TCL1Vi1: Transmission Control in Live Video
Streaming Based on Deep Reinforcement Learning

Laizhong Cui

Abstract—Currently, video content accounts for the majority
of network traffic. With increased live streaming, rigorous
requirements have been introduced for better Quality of
Experience (QoE). It is challenging to meet satisfactory QoE
in live streaming, where the aim is to achieve a balance between
1) enhancing the video quality and stability and 2) reducing the
rebuffering time and end-to-end delay, under different scenarios
with various network conditions and user preferences, where the
fluctuation in the network throughput degrades the QoE severely.
In this paper, we propose an approach to improve the QoE for live
video streaming based on Deep Reinforcement Learning (DRL).
The new approach jointly adjusts the streaming parameters,
including the video bitrate and target buffer size. With the basic
DRL framework, TCLiVi can automatically generate the inference
model based on the playback information, to achieve the joint
optimization of the video quality, stability, rebuffering time and
latency parameters. We evaluate our framework on real-world
data in different live streaming broadcast scenarios, such as a
talent show and a sports competition under different network
conditions. We compare TCLiVi with other algorithms, such as the
Double DQN, MPC and Buffer-based algorithms. The simulation
results show that TCLiVi significantly improves the video quality
and decreases the rebuffering time, consequently increasing the
QOoE score by 40.84% in average. We also show that TCLiVi is
self-adaptive in different scenarios.

Index Terms—Live video streaming, reinforcement learning,
joint optimization, adaptive transmission control.

1. INTRODUCTION

OWADAYS, video streaming contributes the largest pro-
N portion to network traffic, and the volume of HTTP-based
video streaming traffic constitutes almost 58 % of the total down-
stream traffic [1], [2]. Many previous works have attempted to
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enable high-quality video delivery due to the demand for more
bandwidth and higher video resolution [3], [4]. Among the video
streaming services, live video streaming has becomes increas-
ingly popular for many reasons, such as the explosive growth
of live broadcast platforms, which has high entertainment value
and intensive social interaction capabilities in real-time [5].

In live streaming systems, video quality, stability, rebuffer-
ing time, and end-to-end latency play important roles in the
QoE optimization. Buffering ratio has a significant impact on
user engagement (in terms of the total play time and number of
videos viewed) in live streaming, and the average bitrate affects
live video content more greatly than Video-on-Demand (VoD)
content [6]. The quality of live video has a great impact on user
behaviors and influences the revenues of the service providers.
Thus, QoE optimization is important in live streaming video.

However, it faces several great challenges: 1) heterogeneous
user devices present increased difficulties in managing live
video transmissions, e.g., some broadcasters may use profes-
sional cameras whereas others only common smartphones; and
some viewers may use PCs connected to fiber optic networks
whereas others only smartphones with poor wireless connec-
tions; 2) Unlike VoD, live streaming applications produce videos
inreal-time, which is more dynamic; 3) The interactions between
the broadcasters and the viewers demand higher QoE require-
ments, especially the end-to-end latency.

Currently, live video platforms use static default bitrate with-
out considering the network and transmission conditions. For
example, Betta and Yingke, which are the most popular live
streaming applications in China, use the default high video bi-
trate. This is inconvenient to the users as they have to decrease
the video bitrate manually when suffering from video playback
stall, and increase the video bitrate when the transmission condi-
tions improve. To improve the QoE, we need a solution that can
manage the transmissions adaptively according to the network
conditions and user device information, to provide a personal-
ized live video stream.

Several previous works have attempted to improve the QoE
performance. For example, the most direct method to improve
the QoE is by improving the network infrastructure, such as
by installing more Content Delivery Network (CDN) nodes [7].
However, the infrastructure can not be upgraded overnight and
more CDN nodes need more investments. Many rule-based algo-
rithms use only the buffer or throughput prediction information
to formulate decisions, which are mainly used in VoD scenar-
ios and are not self-adaptive when being applied to other sce-
narios. Some other algorithms for live streaming scenarios use
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complex encoding mechanisms or require the cooperation be-
tween the server and the user, which may potentially increase
the computational complexity.

Markov Decision Process (MDP) is a popular model for adap-
tive control in the Dynamic Adaptive Streaming over HTTP
(DASH) system in time-varying channel conditions [8], [9].
DRL based on the MDP model, is widely used in different sce-
narios, such as gaming [10], [11], dialogue generation [12], and
navigation [13]. A representative recent advanced system, Pen-
sieve [14] generates Adaptive Bitrate (ABR) algorithms using
DRL in VoD scenarios. Inspired by the previous works, we lever-
age DRL to cope with the challenge presented by live streaming
transmission scenarios.

In our DRL-based solution (TCLiVi), we utilize the frame-
level information to finely capture the transmission dynamics,
and create a chunk-level control at the Group of Picture (GOP)
boundary. GOP is an inseparable compression unit that consists
of many video frames. Specifically, we use the information of
the latest 48 video frames (download time interval, video frame
size, rebuffering time, buffer size and end delay) as the input
for the neural network. GOP can capture the dynamic of the
transmission conditions and the underlying transmission pattern,
and generate a joint decision after considering both the bitrate
level and the target buffer level. By combining the deep neural
network with a state-of-the-art RL algorithm Actor-Critic (AC)
algorithm as well as other techniques, such as cross entropy and
mini-batch training, our model can produce a balanced result in
terms of the video quality, playback stall frequency, and latency
between the broadcasters and viewers.

We select important observations and suitable representation
to construct the state. We then construct two neural networks
as the policy and the state-value estimator respectively, and use
the AC framework [15] to train the neural networks. The trained
policy network can serve as an inference model that can make
the suitable transmission control decisions in a real-time stream-
ing system. We further improve the approach by implementing
many enhancements. For example, we adaptively decrease the
value of the temperature parameter in the soft-max layer and
add an entropy entry to the policy gradient formula to maintain
a balance between exploration and exploitation. Moreover, we
utilize the multi-step return concept [16] to reduce the training
time, and also use a fixed double Q-network [17] to improve the
training process of the critic network. We then conduct extensive
experiments to demonstrate the performance of TCLiVi under
various settings including different scenarios, learning rate, step
size, etc. We also implement different algorithms in different
live streaming scenarios to prove the generalization ability of
TCLiVi. The compared algorithms include Double DQN, MPC,
and Buffer-based algorithms.

Our study makes the following contributions: 1) we construct
an accurate representation of the state, action, reward, and neu-
ral network and design a DRL-based training process to gen-
erate an inference model; 2) we add several enhancements to
the basic approach, such as adaptively decreasing the tempera-
ture parameter value in the soft-max layer, and utilizing entropy,
multi-step return and fixed Double Q-network; 3) we conduct
extensive experiments to tune the hyperparameters and compare
the performance of the different algorithms.
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The rest of our paper is organized as follows. We review re-
lated works in Section II. In Section III, we introduce the live
streaming transmission scenarios and define the relevant prob-
lems. In Section IV, we represent our proposed approach, in-
cluding the related theoretic preliminary, the basic solution, and
the enhancement of the solution. In Section V, we introduce
experiment results, including the description of dataset, the hy-
perparameter tunning process, the sensitivity analysis, and per-
formance comparision among different algorithms. Finally, in
Section VI, we conclude our work.

II. RELATED WORKS

Recently, many works are proposed to improve bitrate adapta-
tion methods, that consider playback buffer occupancy, network
bandwidth, or a combination of the two. Buffer occupancy in-
formation is used for bitrate adaptation in [18], [19]. Algorithms
introduced in [20]-[23] use the predicted future network band-
width to adjust video bitrate. To avoid the fine-tuning of parame-
ters, the Adaptive Forgetting Factor method is used for through-
put estimation [24]. Both buffer occupancy and predicted future
bandwidth are used for bitrate adaptation in [25], [26].

However, the network and transmission conditions are dy-
namic, which make the parameter configurations difficult. Es-
timating client-side bandwidth is hard, leading to variable and
low-quality video, which has a great impact on algorithms based
on accurate bandwidth estimation [27]. A two-phase algorithm is
proposed in [28], which utilizes a rate-based and a buffer-based
approach respectively and switches between the two phases.

Besides VoD, live video streaming makes the problem harder
due to its liveness and interactions between broadcasters and
users. A cooperative server-client DASH system is constructed
in [29], where the server utilizes the bandwidth information col-
lected from users to determine the encoding bitrate, and the
clients select a segment to increase the bandwidth utilization.
However, the solution is not scalable in large streaming sys-
tems where the bandwidth information varies, and the central-
ized server could become the hot spot to deal with enormous
information. Adjusting the bitrates of Scalable Video Coding
(SVC), the bitrate can be adjusted more frequently to adapt to
severely fluctuated network conditions [30].

However, the abovementioned rule-based algorithms could
not meet the demands of all users, because of different prefer-
ences and different network conditions. A broadcast-based rate
adaption for DASH is formulated as an MDP-based optimiza-
tion problem in [8], which can create a unique policy for each
player and can be updated in real time. Another example for
utilizing the MDP model for rate adaptation for DASH is [9].

DRL, a technology based on the MDP model, has becoming
increasingly popular recently, and has attracted much attention
in different fields such as games and robotics [31]. With the
combination of deep learning [32] and RL [33], DRL can effec-
tively capture the complex and stochastic environments and is a
promising approach for solving complex problems such as intel-
ligent live video broadcasts. Pensieve [14] adaptively adjusts the
bitrate based on DRL in a VoD scenario. The adaptive bitrate al-
gorithm based on DRL is deployed on the edge node to improve
QoEin[34]. D-DASH [35] combines feed-forward and recurrent
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TABLE I
MAJOR NOTATIONS USED IN THE PAPER
Notation Meaning
A, i, v The weights of rebuff, latency and instability
Z, F The bitrate and target buffer
K the overall time step of a video session
o The discounted rate in the calculation of return
0, w The parameter vectors of actor network and critic network
T The temperature parameter of soft-max function
H(s) The entropy entry in state s

The learning rate

3

neural network with the advanced strategies to optimize the QoE
of DASH. 360SRL [36] employs sequential RL to overcome the
limitations of directly applying RL in the tile-based 360 video
streaming. The indroduced sequential ABR decision structure
reduces the decision space, making it feasible to be employed
with RL. DRL360 framework [37] employs DRL-model to allo-
cate rates for the tiles of the future video frames. To schedule the
large-scale dynamic viewers among different CDN providers, a
DRL-based scheduling approach is proposed to adapt to the vari-
ation of both viewer traffic and CDN performance [38].
However, different from VoD where video content is stored
in the CDN, live video streaming viewers watch the video with
end-to-end communications between them and the broadcast-
ers. Thus, the optimization in live video needs more global in-
formation than VoD. In this study, we integrate DRL into live
video streaming, to capture high dimensional streaming meta-
data for improving the QoE. AC [15] algorithm is widely used
for solving the multimedia transmission control problem. It pa-
rameterizes policies according to soft-max in action preferences.
Combining entropy and temperature parameter, it is naturally to
balance exploration and exploitation during training procedure.
With continuous policy parameterization and Policy Gradient
Theorem, a stronger convergence guarantee can be achieved.
Previous works such as [34], [37], [38] leverage AC algorithm
for video transmisson control. In this paper, we also use AC as
the fundamental algorithm for the QoE optimization problem.
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By impelemting enhancements such as adaptively decreasing
the temperature parameter of soft-max layer, utilizing entropy,
multi-step return and fixed Double Q-network, our method sig-
nificantly improves the performance. Our solution jointly adjusts
the bitrate and minimum playback buffer size, and can effec-
tively adapt to different scenarios, and thus is easy to deploy in
real applications.

III. LIVE VIDEO TRANSMISSION CONTROL DESCRIPTION
A. Transmission Procedure and System Model

In this section, we describe the live video streaming scenar-
ios and show the challenges of designing an intelligent control
mechanism. We conclude the major notations through this pa-
per in Table I. Fig. 1 shows the main components of the live
streaming and the data transmission procedure. During a live
video streaming broadcast, the broadcaster records real-time
video frames with his smartphone or camera, and then uploads
the captured raw video frames to the transcoding server. The
transcoding server converts the raw video chunks (comprising
several video frames) into different formats and resolutions of
the videos, for example, smooth, low definition, high definition,
and ultra-clear, and transports them to the CDN, which holds
all the versions of the video chunks. Finally, the user equipment
initiates a pull request for a specific version of the video frames,
which is decided by our transmission control module.

The transmission control module aims to improve the video
quality and stability, as well as avoiding the video playback stall
and reduce the latency between the viewers and the broadcaster.
Low latency is important due to the need for interactions be-
tween the viewers and the broadcaster in live video streaming
scenarios, which in turn require a sufficient low buffer occu-
pancy. Our challenges include the huge volume of the video
content, complex heterogeneous networks, an unstable network
topology, the low buffer occupancy requirement, dynamic video
sources as well as various types of user equipments. It motivates
us to design a DRL-based algorithm to keep a balance among
the different factors.
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We consider a frame-level broadcast-and-play system, in
which the user equipment repeatedly sends the pull requests
to the nearest CDN. Upon receiving the request, the CDN re-
sponds with a video frame or an empty signal (implicit frozen).
After each interaction, the client-side equipment stores the trans-
mission metadata, such as the download time interval, video
frame size, and buffer size, for future decision making. With
these metadata, the client can control the transmission by jointly
switching the video bitrate and target buffer level when permit-
ted, e.g., receiving the decision flag at the boundary of GOP. The
video bitrate corresponds to the quality of the video frame, and
the target buffer is the buffer level that the video players attempt
to maintain, which determines two aspects of buffer occupancy.
First, the target buffer is the minimum value of the playback
video size required for the player to recover from a stall. Sec-
ond, it is associated with the slow and fast play thresholds, which
slows down the video player to delay the arrival of video play-
back stall and speeds up the video player to reduce the latency
respectively. For example, if the slow play threshold, the target
buffer, and the fast play threshold are 1 s, 2 s and 3 s, respec-
tively, the player will trigger the slow play if the buffer size is
less than 1 second, and will trigger the fast play if the buffer size
is more than 3 seconds. In addition to the slow play and the fast
play mechanisms, there is a frame skipping mechanism which
skips some old video frames when the buffer size is more than 7
seconds, to reduce the latency between the broadcaster and the
viewer [39].

B. Problem Definition and Formulation

During a live streaming process, the most common influence
factors of the QoE include the video bitrate, video playback stall,
end-to-end latency and its instability which is reflected by the
bitrate switching frequency. Specifically, as the playback stall
frequency, the end-to-end latency, and the instability decrease,
and video bitrate increases, the QoE will increase. We use QoE
model as defined in Equations (1) and (2), which defines our
objective as the weighted sum of these four sub-objectives in the
live stream broadcast procedure, in which the video bitrate has a
positive weight while instability, latency and stall have negative
weights. We aim to bring a balance among these conflicting sub-
objectives while considering the preference of the users captured
by the weight parameters. Every video frame has a QoE of frame,
and at the boundary of each video group, there is an additional
QoE of group, which represents the video instability.

QoE, (Frame) = play_time_duration * bitrate
— A xrebuff — p x latency (hH
QoE, (Group) = — v * switching )

where A, u, v represent the weights of rebuffering, latency, in-
stability respectively, and their configurations will be elaborated
in Section V.

Our work aims at leveraging the history information to gen-
erate proper transmission control decisions. The decisions are
represented by a sequence of bitrates and target buffer levels. Our
ultimate objective is to gain a high long-term QoE, i.e., optimize
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the sum of the QoE during a live streaming session to improve
the video quliaty and decrease the rebuffering, instability and
latency.

With this objective, we can formulate the problem as a QoE
maximization problem. Let K denote the number of total time
steps, Z denote the selected bitrate, F' denote the target buffer
level, and H the history information, and then the QoE opti-
mization problem can be represented as:

Problem: At time step t, given H,, find a decision pair
{Z, F;}, sothat Zf(: 1 QoE; is maximized when a video session
finishes. Here,

QoE, = QoE, (Frame) + QoE, (Group)1(At_Boundary)

and the indicator function 1(At_Boundary) is equal to 1 when
the frame is at the boundary of a GoP, otherwise 0.

IV. METHODOLOGY BASED ON DRL
A. DRL Preliminary

In RL paradigm [33], the interactions between an agent and
the environment are modeled as the MDP [40], [41], in which
the current state encapsulates all the information for future de-
cision making without considering the history states. The entire
MDP is represented by a sequence of states, actions and rewards,
{St, Ay, Riy1|t € [0, T)}. State is the observation of the envi-
ronment, which captures the most relevant information of the
environment. Action is taken by the agent to influence the en-
vironment, which leads to a state transition. The reward is the
instant feedback of the environment after it receives the action.

Greedily choosing the best action to maximize the reward may
not reach the global optimum. Return, G4, as defined in Equation
(3), is the long-term future cumulative discounted reward from
time step ¢, v is the discounted rate. Value function, v(s), as
defined in Equation (4), is the expected return at a specific state
under policy 7, which can represent the goodness of a state.

G = " 'Rin 3)
k=t
l/ﬂ-(S) = Eﬂ—[Gt|St = S], VseS 4)

With Bellman Equation [41], we can represent the state-value
of the current state, v, (s), as the combination of the instant re-
ward, R; 1, and the value of possible successor state, v/ (S¢+1),
with discount factor . It can be represented as:

I/ﬂ-(S) = Eﬂ-[Rt_A,J + ’)/l/-,r(St_A,_l)‘St = S], VseS (5)

In RL, we use the difference of the target value and the current
state-value to train the model by traditional supervised learning
methods, such as gradient descent of Mean Square Error [42].

The policy function, 7(al|s), generates a probability distribu-
tion of different actions at each state. With Policy Gradient The-
orem [43], we can derive a gradient vector to update the policy
function in the desired direction and at suitable step size, which
serves as the approximation of the gradient of the performance
measure, Vg J (). Specifically, the derived gradient vector is the
combination among the gradient of the logarithm of the policy,
Vylnm, and the error between Q-value and baseline, which can
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be expressed as:

V@J(G) 0.8 Eﬂ—[(qﬂ—(st, At) — b(St))V In W(At‘st, 9)] (6)

In the traditional RL, the value function and policy func-
tion are calculated and stored with table. However, this kind
of one-to-one mapping is infeasible in our problem, due to the
tremendous scale of the state space and the action space. Deep
Neural Network is suitable to remedy this problem, since it uses
limited parameters to approximate the mapping function [44].
Specifically, the number of parameters is relatively stable with-
out depending on the size of state space and action space, which
makes it possible to solve a continuous problem.

B. Solution in Detail

State space: we stack the transmission information of the last
48 video frames into the state. The transmission information in-
cludes: video frame download time length, frame size, playback
stall time, buffer occupancy, end delay, and bitrate level, which
is normalized into the same scale fluctuating near zero. Specifi-
cally, download time length and frame size encode the through-
put information of the network, and frame size and video bitrate
contain the video source information. The playback stall time
and buffer size tell us how confident we are to increase the video
quality without causing a video playback stall. For example, if
the buffer size is large enough, the algorithm can confidently in-
crease the video quality. The end delay and bitrate information
help the algorithm to reduce latency between broadcasters and
viewers and reduce the video instability.

Action space: the action space consists of bitrate Z and target
buffer F'. Specifically, we assume that there are four versions
(500 kbps, 850 kbps, 1200 kbps, and 1850 kbps) of video frames,
and two target buffer levels (2 s and 3 s) and the associated
slow play and fast play thresholds are {1, 3} and {2, 4} second
respectively.

Reward function: to optimize the overall QoE, the system
reward at time step ¢, R;, expressed as Equation (7), is calcu-
lated based on the QoE of each frame defined in Equations (1)
and (2). With this reward definition, we aim to balance four
sub-objectives according to the weights to achieve a long-term

Actor Critic Network.

high QoE.
R; = play_time_duration * bitrate — A * rebuff

— p*x latency — v * switching * 1(At_Boundary)
(N

To extract the inner patterns of the transmission conditions,
we design two neural networks to serve as the actor and the critic
role respectively, which are depicted by Fig. 2. The two networks
take the system state, such as the sequence of history buffer size,
frame size and end delays, as input. For the first layer, all input
data is processed by convolutional neural networks (CNN) [45].
Then the processed data further goes through linear transforma-
tions and nonlinear transformations which are represented by
fully connected networks and ReLLU functions [46], ReLU(x),
defined as follows:

®)

where z is the output value of the previous layer in the network.

To approximate the current state-value, the critic network was
ended by a fully connected network with one neuron, which rep-
resents the expected long-term cumulative reward from current
state v (s). We use the actor network to map the state into a pol-
icy, which is the probability distribution among 8 combinations
of birtates Z and target buffers F'. To generate the probability
distribution, the actor network was ended by a soft-max layer
with eight neurons, which represents the parameterized policy,
m(als), as follows:

m(als) =

ReLU(x) = max{0,x}

exp(h(s,a))
>_pexp(h(s,b))

where h(s, a) represents the action preference of action a at state
s, which is represented by the actor network before the soft-
max layer. The decision making procedure in our live streaming
system is depicted as the bottom-left box of Fig. 1.

We employ the state-of-the-art RL framework, AC algo-
rithm [15], to train the neural networks. For the critic network,
the loss function is the Mean Square Error (MSE) between the
updated target and the current state-value, which is expressed
as:

C))

L) = [r+yw(s) —v(s)? (10)
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where 7 is the instantaneous reward calculated as Equation (7),
r + yv(s') is the updated target according to the Bellman Equa-
tion as expressed in Equation (5). At time step ¢, given v = 1,
the output of this network with the input S, i.e., v(S;), is an
estimation of Zfit QoE;, and Ry 1 + yv(S¢41) is the new es-
timation of Zfi » QoE; under the current policy. With this loss
function, the critic network can be trained to output the future
long-term cumulative discounted QoE.

For the actor network, the loss function is derived by the Policy
Gradient Theorem, as expressed in Equation (6). The gradient
vector of the actor network can be represented as:

VJ(0) = [r+v(s') —v(s)|VInm(als) (11)

To illustrate the intuition of this equation, we can rewrite
Vinw(als) as VT:EELTS) , where the numerator, i.e., the gradi-
ent of the actor network, serves as the basic updated direction,
and the denominator represents the occurrence frequency of the
state-action pair. The sign and magnitude of the advantaged
value, r + yv(s') — v(s), controls the final updated direction
and the step size respectively. The positive sign of advantaged
value means that the long-term QoE, Zfit QokE;, is improved,
so that the updated direction is the same as the gradient, and the
probability of action a can be improved.

We use the backpropagation algorithm to calculate the gradi-
ent with respect to all the network parameters, and use RmsProp
optimizer [47] to update the two neural networks. For the actor
network, the optimizer can be espressed as:

E[¢%]; = 0.9E[¢%]; 1 + 0.1¢7 (12)
n

Opog =0, — ———— 13

t+1 t E[QZ]t n Egt (13)

where g, is the gradient vector at time step #, F[g?%]; is the ex-
ponential moving square average gradient vector, ¢ denotes the
parameter vector of the actor network, while 7 and € are two
hyperparameters, representing the learning rate and an infinitely
small value respectively. To update the critic network, the param-
eter vector of the actor network, 0, is replaced by the parameter
vector of the critic network, w.

During the training procedure, we use a mini-batch training
mechanism and combine the entropy with the loss function. By
the mini-batch training, we collect and store a small sequence of
state transitions as experience, and then train the network with
the average loss at one time, which accelerates the convergence.
The cross entropy, — . m(a|s) Inm(als), represents the ran-
domness of selecting an action. By giving high weight to the
cross entropy entry at the beginning of the training process, we
effectively increase the exploration of the policy, which helps
the optimization algorithm escape local minimum.

C. Enhancement of the Solution

In RL, it is important to strike a balance between exploration
and exploitation. With extensive exploration, the algorithm can
avoid falling into local optimum while the random attempts may
harm the performance. Inspired by Pensieve [14], we utilize
the entropy entry to adjust the degree of exploration, and the
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TABLE II
TRAINING PARAMETERS INFORMATION

parameter name value
actor learning rate le-2
critic learning rate le-3
discount factor 0.99

return step size 4

entropy weight 0.9 to 0.05
soft-max temperature 20 to 1
batch size 200

convld {outchannel,kernel,stride}
fcl out neuron
action_fc out neuron 32

{32, 12, 6}
128

calculation of the entropy is shown as Equation (14). In addition,
we exponentially decrease the temperature parameter of the soft-
max layers in the actor network, i.e. exponentially decrease T’
in Equation (15).

H(s)=— Z 7(s,a)Inm(s,a)
exp(h(s,a)/T)
>y exp(h(s, b)/T)

One step Temporal Difference (TD) learning and Monte Carlo
(MC) learning are two extremes for the calculation of the return.
The former is biased whereas the latter has high variance. To
enhance the proposed approach, we use a multi-step TD learning
instead. In this case, the updated target, i.e. the n-step return, is
calculated as:

(14)

7(s,a) = (15)

n—1

Gr= | D VResnsr | +7"v(Stin)
k=0

(16)

We use a double critic network to keep a relatively stable state-
value and hence a relatively stable updated target. We denote the
parameter vectors of the actor network, the critic network, and
the double critic network as 0, w, and w ™, respectively. We update
the critic network w every time step, and periodically update the
double critic network, i.e. w = w™, every several epochs. The
updated rules are represented as:

9t+1 = 9t + [Gt — Z/(St;wt)]V@t hlﬂ'(St,At; 975)

+ Vo, | =Y m(Se,a)inm (S, a) (17)

Gi = Rip1 +7v(Se41;w) (18)

w1 =w; — Vo [Gy — v(Se;wp))? (19)
n—1

Gy = (Z ’Yth+k+1> + 7" V(S wy) (20)
k=0

Combining all the mentioned elements, our final training pro-
cedure is shown as Algorithm 1. In the algorithm, the action is an
eight-dimensional vector encoding the four possible choices of
bitrate levels and the two possible choices of target buffer levels.
The reward is the average frame-level reward in one video chunk.
Some important hyperparameters are summarized in Table II.
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Algorithm 1: Tranmission Control in Live Streaming

1: while epoch < num_epoch do

2: initialize state s

3 select action a according to 7(s, -; 6)

4: while s is not terminal state do

5: take action a for the following video frames until

reaching the chunk boundary

6: update next state s’ and reward r (average inner
and inter group reward)
7: store transition {s, a, r, s'} into training buffer
8: if size(training_buf fer) > batch_size then
9: for t = 0 — (batch_size — n) do
10: Gy (CrZo V" Resksr) 7" v(Sipnsw;)
> calculate n-step return
11: Gt + Rii1 + v (Sti1;wt) > calculate
one-step return
12: 9t+1 —
975 + [Gt - I/(St;wt)]V()t h’l’/T(St,At; gt) +
Vo,[— >, 7(St, a)lnm (S, a)] > update actor
network parameters
13: Wiy —wp — Vo [Gy — v(Skwy))?

> update double critic network parameters
14: end for

15: end if
16: end while
17: W wo > transfer double critic network

parameters to critic network parameters
18: end while

D. Double DON for Comparison

To further compare TCLiVi with other advanced DRL-based
algorithms, we implement the Double Deep Q-Learning [17].
We use the same representation of state, action, reward and the
same training procedure with the same neural network structure
in our implementation of the Double Deep Q-Learning algo-
rithm. In Double Deep Q-Learning, there are two Q-networks
used to represent state-action value function. The second Q-
network is used to avoid the overoptimism due to estimated
errors of the max operation in Q-learning. Equations (21) and
(22) are the updated rules used to train the neural networks. The
second equation shows how to decouple the selection and the
evaluation of an action.

Ouir = 0, + a(¥,POMIePAN
— Q(St, At;0:))V o1 Q(Se, A 0:) (21
YLOWIEDAN _ g 08,1,
argmax, Q(St+1,a; 64 ), 0;) (22)

V. SIMULATION RESULT AND ANALYSIS
A. Experiment Setup

We evaluated our algorithm through trace-driven simulations.
The simulation data-set consists of two parts: the network traces
and the video traces. The video traces record the video frame
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Fig. 3. Overall Video Size Distribution.

size information in different scenarios, which can emulate the
dynamic of video source. The network traces include network
bandwidth information sampled in different network conditions
for 49 minutes with the interval of 0.5 seconds.

The video traces consist of the timestamp when the video
frame reaches the CDNs, as well as the frame size, and the
decision flag, which are sampled from the transcoding servers
and CDNs. They also include the video frame size information at
four bitrates: 500 kbps, 850 kbps, 1200 kbps and 1850 kbps, and
include game, sport, and indoor live streaming scenarios such as
the Asian Cup match between China and Uzbekistan, etc. The
mean and the standard deviation of all the tested scenarios are:
20.048 £ 46.148 kb, 34.079 £ 75.435 kb, 48.109 £ 103.465 kb
and 74.189 + 162.600 kb. The probability distribution of the
overall video traces is showed in Fig. 3. More detailed statistic
information is given in Table III. It includes the statistic data of
four levels of video bitrate, and the statistic data include average
frame size (bit), confident interval, quantile, etc.

The network traces consist of the timestamps and the net-
work bandwidths, which are sampled from Wi-Fi and LTE to
emulate strong, medium, and poor network conditions. The net-
work bandwidth of the data-set is 1.59 Mbps in average with a
deviation of 1.22 Mbps, ranging from 0.2 Mbps to 11.68 Mbps,
and it is lower than 1.22 Mbps for half of the network traces. The
probability distribution of the overall network traces is shown
in Fig. 4. Table IV describes the detailed statistic information,
such as mean throughput (Mb), confident interval, quartile, etc.

The QoE setting can be adapted to different people with vary-
ing preferences by tunning the weights of the sub-objectives.
Extensive literature is available on QoE design to improve user
engagement [48] and on how different objectives impact user en-
gagement. For the live video content, buffering ratio and average
bitrate have a significant impact on the user engagement [6]. In
our simulation, we adopt a combination of {1.5, 0.005, 0.02}
for weights {A, u, v} respectively [49], which means that we
concentrate more on the video quality and rebuffering time. The
detailed parameter configurations are listed in Table V. The per-
formance has been further validated in Section V-C2, which
shows that this QoE setting can significantly improve the aver-
age bitrate and rebuffering time.
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TABLE III
VIDEO TRACES STATISTIC DATA

index name 500kbps 850kbps 1200kbps 1850kbps
trace number 1.64354¢6 1.64354¢6 1.64354¢6 1.64354¢6
mean 20048.86272  34079.0906  48108.93056  74189.25769
standard deviation 46147.57312  75435.44491  103465.90494  162600.74774
SE of mean 35.99637 58.84171 80.70624 126.83304
Lower 95% CI of Mean ~ 19978.31107  33963.76288  47950.74911  73940.66932
Upper 95% CI of Mean ~ 20119.41436 3419441833 48267.112 74437.84606
Minimum 120 144 168 272
Ist Quartile(Q1) 3192 5664 8288 13696
Median 7640 13024 18744 30744
3rd Quartile(Q3) 20680 36312 52544 79832
Maximum 1.03672¢6 1.6064¢6 2.16816E6 3.93783E6
TABLE V
0404 DETAILED WEIGHTS AND PLAYER SETTINGS
0.35
()
30.30 ] parameter name value
g A(rebuff) 15
50251 pu(latency) 0.005
%, 0204 v(switching) 0.02
% ' step size 4
£ 0.15 frame rate 25 fps
8 frame length 0.04 s
© 0104 bitrate type {500, 850, 1200, 1850} kbps
005 H {slow play, target buffer, fast play} {1,2,3}s,{1.5,3,4} s
0.00 |_| | HI_||_|I|_|I_||—|.—|I .
0 2 4 6 8 10 12
Network Bandwidth (Mbps) the gamma parameters. In Fig. 5(c) and (d), we can see that the
Fio 4. Overall Network Bandwidth Distribui most suitable candidate for gamma is 0.99, when the learning
18- 4. Overall Network Bandwidth Distribution. rates of the actor network and critic network are set as le-2 and
TABLE IV le-3 respectively.
NETWORK TRACES STATISTIC DATA We conducted experiments with different settings of the step
size for the calculation of return Gy, i.e. the value of n in Equa-
index name network statistic value tion (16), to test the efficiency of the enhancement and find the
trace number 117600 best value for the step size. The experiment results are depicted
mean 1.59466 in Fig. 6. Fig. 6(a) shows that all the step size settings less than
standard deviation 1.21561 . . .
SE of mean 0.00354 1§ converge to a relative high QoE score, wh.ereas a blgger step
Lower 95% CI of Mean 1.58771 size can reduce the performance. Fig. 6(b) is the partially en-
Upper 95% CI of Mean 1.60161 larged view of the left subfigure. From the subfigure, we can see
st Ig:;:rﬁ?er?m) 0 609?13 that, the step size of 10 converges most quickly, whereas the step
Median 1.20619 size of 4 converges to the highest QoE score when the training
3rd Quartile(Q3) 2.07476 process is stable. We calculated the average QoE score when
Maximum 11.67891

B. Parameters and Training Procedure Tunning

To finely tune the hyperparameters, such as the step size of the
n-step return, discount factor gamma, and learning rates of actor
and critic network, we conducted extensive experiments whose
results as shown in Fig. 5. The left two subfigures show the full
training process, whereas the right two subfigures enlarge the
critical part of the left figure, i.e., after ignoring some initial
epochs and hyperparameter combinations that have bad QoE.
From Fig. 5(a), we can see that only the hyperparameter combi-
nation of {2, 0.99, le-3, le-4} diverges, while the other combi-
nations, such as {2, 0.8, le-2, le-3}, converge. From Fig. 5(b),
we can further discover that the combination of le-2 and le-3
for the learning rate of the actor network and the critic network
has the best performance, Hence, we can conclude that proper
learning rates play a more important role than the step size and

the algorithm converges, i.e., from epoch 420 to 500. The aver-
age QoE scores are 46.35676, 47.00095, 48.30249, 46.53466,
46.85764 and 24.36822 when the step size are 1, 2, 4, 8, 10, and
15, respectively, which means that the best performance is seen
when the step size of 4. To show how significant the improve-
ment is, we calculate the average rebuffering and the end delay
for the one-step and the four-step settings. The result shows that
the rebuffering time of the one-step setting is 43.97% more than
that of the four-step setting, and the end delay of the one-step
setting is 16.58% more than that of the four-step setting. As the
four-step setting has the best performance, we use this setting
for the later analysis.

We further tested the learning rate in the four-step size setting,
which is shown in Fig. 7. The result suggests that the best learn-
ing rate for the actor network is le-2, whereas there are several
choices for the learning rate of the critic network.

In the above-mentioned experiments, we increased the step
size of the return of the critic. We also verified the performance
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when increasing the step sizes of the return of both the actor
and the critic, whose results are shown in Fig. 8. However,
the performance is not improved in this setting as the figure
shows.

C. Results and Analysis

1) Sensitivity Analysis: We conduct experiments in different
live streaming scenarios with different transmission control al-
gorithms to show the superior generalization ability of TCLiVi.
The tested scenarios include the AsianCup competition (China

Authorized licensed use limited to: Tsinghua University. Downloaded

Training epoch number

(b) Sub graph of Fig 6(a)

The Performance of Different Critic Value Step Size.

vs. Uzbekistan), a talent show (Fengtimo_2018_11_3), and the
Dota competition (YYF_2018_08_12). We tested four trans-
mission control algorithms, including TCLiVi, Double DQN,
MPC, and the BufferBased algorithms. For Double DQN [17],
we used the same structure of neural network and state, action,
and reward definitions in TCLiVi. For the buffer-based algo-
rithm, we used a 0.6 s and 2 s as the values of RESERVOIR and
CUSHION, which have been extensively used in different exper-
imental scenarios and can deliver a relatively high performance
in all scenarios. In our experiments, we used the video traces
of AsianCup competition scenario to train the two DRL-based
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algorithms, i.e. TCLiVi and Double DQN, and then applied the
trained models in the other two video streaming scenarios to test
their performance. Based on the parameter tunning results, we
utilized the four-step return for the critic network.

The experiment results are shown in Fig. 9. We can see that
TCLiVi outperforms the other three algorithms in all scenarios.
The average QoE score of TCLiVi is 47.369, and the average
QoE score of other algorithms is 33.633, so TCLiVi increase
QoE score by 40.84% in average. In different video stream-
ing scenarios, the performance of TCLiVi does not fluctuate
severely whereas the rule-based algorithms, i.e. the MPC and
Buffer-Based algorithms, have high variations of performance
in different scenarios. More specifically, the sample variances of
TCLiVi, Double DQN, MPC and Buffer-Based are 2.94, 3.84,
21.69, and 72.52 respectively. Significant change of scenarios
does have influence in TCLiVi, however, with very little online
training, the performance can still reach its peak.

2) Specific Observation Comparision: In the last section, we
show the generalization ability and performance of TCLiVi with
the overall QoE score. In this section, we will separately ana-
lyze the four components of QoE, i.e. bitrate, rebuff, end-to-end
delay, and bitrate switch. For the experiments of this section, we
apply the four algorithms in the AsianCup competition scenario
and use the four-step return for the critic network.
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The bitrate can represent video quality to some degree. We
separately count the occurrences of the four bitrate levels for four
algorithms. The experiment result is shown as Fig. 10. We only
concern the boundary frames, since the inner frames use the same
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bitrate as the boundary frame. The four bitrate levels, i.e. {0, 1,
2, 3}, represent {500 kbps, 850 kbps, 1200 kbps 1850 kbps}
respectively. From Fig. 10, we can see that TCLiVi has 45.61%
of the highest bitrate level (1850 kbps), while the other three
algorithms only have 0.01%, 16.04%, and 24.48%, respectively.
The percentage of the second highest level of bitrate (1200 kbps)
is also higher than two other algorithms (MPC and DoubleDQN)
and almost the same as the BufferBased algorithm.

For the rebuff time, TCLiVi also outperforms the other three
algorithms, which are shown in Fig. 11. The average rebuff time
(0.0011 s) of TCLiVi is less than half of the rebuff time of the
other three algorithms (0.00235 s, 0.00259 s, and 0.00279 s
respectively). The rebuff time is the most important factor influ-
encing QoE for most viewers. So far, we can see that TCLiVi
can increase video quality while reducing rebuffering time. The
promising optimization result of these two sub-objectives is the
reason why TCLiVi can achieve higher overall QoE than the
other algorithms.

The comparison of end-to-end delay for the four algorithms
is shown as Fig. 12. We can see that the four algorithms have
almost the same level of average end-to-end delay, which are
3.27342 s, 3.07364 s, 3.21245 s, and 3.12534 s, respectively.
Fig. 13 shows the average bitrate difference at the boundaries of
the video chunks. For this specific sub-objective, TCLiVi per-
forms better than the two rule-based algorithms and worse than
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the Double DQN algorithm. We can conclude that in these set-
tings of QoE preference, TCLiVi mainly optimizes the video
quality and rebuff while balancing end-to-end delay and stabil-
ity, which produce a promising overall QoE result.

From the above analysis, we conclude that TCLiVi can opti-
mize the sub-objectives, such as video quality and rebuffering
time, that users concern most, and balance other metrics accord-
ing to the preferences of different users, which can be specified
by the weights of the QoE formula.

To visually show the decisions made by our approach and the
resulting metrics, we extract the traces of a sample playback
information to draw Fig. 14. It shows the detailed decisions of
video bitrate and target buffer as well as the resulting buffer size
and end delay in a sample of 10000 video frames. The figure
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shows that the buffer size and end-to-end delay can be controlled
at a low level without causing zero buffer size.

VI. CONCLUSION

In the article, we first introduced the challenge of providing
a favorable transmission control policy in live video streaming
scenarios, and reviewed some recent advanced algorithms for
solving this problem, including the rule-based and the learning-
based algorithms for VoD and real-time streaming scenarios.
We then presented the advantages of the DRL-based algorithm,
introduced the process of live video streaming and the system
model, and formulated the problem and the optimization ob-
jective. Further, we introduced some basic DRL theory and
presented our basic solution and some carefully-designed en-
hancements in detail. Finally, we described our simulation
methodology and showed that the proposed DRL-based algo-
rithm can generate better results in different live video streaming
scenarios compared to the other baseline algorithms.
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